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Is chat GPT a human centered AI system?

? Surely human-like.

Human-centered?



We want design systems that: 
● do not harm humans
● incorporate ethical values

Times for Humane AI  



We want design systems that: 
● do not harm humans
● incorporate ethical values

1.Beneficence
2.Non-maleficence
3.Autonomy
4.Justice
5.Explicability

Times for Humane AI  

….and make humans more intelligent



How to design Human AI systems?
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Outline
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Introduction

• Motivations
• Explanation in the 

various fields of AI
• What is an 

explanation

Explainable 
Machine Learning

• The “Open the 
black box” 
problem ontology

• Types of 
explanations

• Desiderata of an 
explanation

The Methods

• Post-hoc methods
• Transparent by 

design methods
• Human-Machine 

Interaction



Is “AI decision making” in high stakes scenarios
helping humans make more intelligent decisions?
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Finance
• Credit Scoring, 

• Loan Approval, Insurance quote

Health Care
• AI as 3rd-party actor in 

physician - patient relationship
• Learning must be done with available data

Criminal Justice
• People wrongly denied,
• Recidivism prediction, 
• Unfair Police dispatch



Can we trust AI?



AI based decision making
▷ Individual and collective dimensions

• Explainable AI as basic building brick 
for preserving and expanding human 
autonomy,  and helping humans make better
decisions;

• Social AI: not necessary a crowd of intelligent
agents is intelligent!!



eXplainable
Artificial
Intelligence (XAI)
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XAI: science and technology for the 
eXplanation of AI decision making
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• To empower individual against undesired
effects of automated decision making

• To implement the “right of explanation” 
(GDPR)

• To help people make better decisions

• To preserve (and expand) human autonomy

the Dr House model

ERC Advanced Grant 2018 – 834756 https://xai-project.eu/

https://xai-project.eu/


Black Box Models

A black box is a model, whose 
internals are either unknown to 
the observer or they are known 
but uninterpretable by 
humans.
Example:
▷ DNN
▷ SVM
▷ Ensemble

Guidotti at al. (2018). A survey of methods for explaining black box models. ACM Computing Surveys (CSUR), 51(5), 93.



Recognized Interpretable Models

Decision Trees Linear Models

Rules



What is an 
Explanation?

20

Credit: Lecue, Guidotti, Giannotti, Minervini Tutorial on XAI. AAAI 2020. https://xaitutorial2020.github.io/



Verify

Is it compliant?”

Act
“Am I being treated fairly?
”“Can I contest the decision?”
“What could I do differently to get 
a positive outcome?”

Debug

“Is my system working as 
designed?”

Data Scientist and ML 
developer End user Auditor

“ 

“What is a good explanation, and for whom”



Explanation as Feature Properties and 
Relevance w.r.t. the classification

Gosiewska A, Biecek P (2019). “iBreakDown: Uncertainty of Model Explanations for Non-additive Predictive Models.” 
arXiv:1903.11420,



Explanation as Feature Properties and Relevance
w.r.t. the classification

ARTIFICIAL INTELLIGENCE: THE EUROPEAN APPROACH FOR CITIZENS’ WELLBEING – Bruxelles, 19th November 2019

h
t
t
p
s
:
/
/
x
a
i
t
u
t
o
r
i
a
l
2
0
1
9
.
g
i
t
h
u
b
.
i
o
/

Shapley Additive Explanation
Scott M. Lundberg, Su-In Lee: A Unified Approach to Interpreting Model Predictions. NIPS 2017: 4768-4777



Feature Relevance on the Input Space

Julius Adebayo et al. Sanity checks for saliency maps. 2018.



Feature Relevance on the Input Space

Hu et al., Interpretable recommendation via attraction modeling: Learning multilevel attractiveness over multimodal movie contents. IJCAI-ECAI, 2018.



Explanation with prototypes

Chen et al., This Looks Like that: Deep Learning for Interpretable Image Recognition. NeurIPS 2019.



Hendricks et al., Generating Visual Explanations. ECCV 2016.

Explanation as a narrative



Explanation as Counterfactual Explanations

Mc Grath et al., Interpretable Credit Application Predictions With Counterfactual Explanations. FEAP-AI4fin workshop, NeurIPS, 2018.



Explanation as FACTUALS and COUNTERFACTUALS

r = {age ≤ 25, job = clerk, income ≤ 900} -> deny

Φ = {({income > 900} -> grant),
({17 ≤ age < 25, job = other} -> grant)}

Explanation
• Rule
• Counterfactual

denygrant

x = {(age, 22), (income, 800), (job, clerk)}

Guidotti, R., Monreale, A., Ruggieri, S., Pedreschi, D., Turini, F., & Giannotti, F. (2018). Factual and Counterfactual Explanations for Black Box 
Decision Making. IEEE Intelligent Systems, IS-2019-08-0273.



Explanation as PROTOTYPE and COUNTER-EXEMPLARS

prediction --> Melanocytic Nevus (99,1%)

Exemplars Melanocytic Nevus Counter-exemplar Basal Cell Carcinoma Saliency Map

Metta, C., Guidotti, R., Yin, Y., Gallinari, P., & Rinzivillo, S. (2022). Exemplars and Counterexemplars Explanations for Skin Lesion Classifiers



Explanation as Human-Machine 
Conversation



Benchmarking and survey of explana tion methods for black box modelsF Bodria, F Giannotti, R Guidotti, F Naretto, D Pedreschi, S Rinzivillo
arXiv preprint arXiv:2102.13076

https://scholar.google.it/citations?view_op=view_citation&hl=en&user=SV4yI84AAAAJ&citation_for_view=SV4yI84AAAAJ:u-x6o8ySG0sC


The XAI methods

33

Credit: Lecue, Guidotti, Giannotti, Minervini Tutorial on XAI. AAAI 2020. https://xaitutorial2020.github.io/
Guidotti et al., A survey of methods for explaining black box models. ACM Computing Surveys (CSUR), 2018.

Benchmarking and survey of explana tion methods for black box modelsF Bodria, F Giannotti, R Guidotti, F Naretto, D 
Pedreschi, S Rinzivillo  arXiv preprint arXiv:2102.13076

https://scholar.google.it/citations?view_op=view_citation&hl=en&user=SV4yI84AAAAJ&citation_for_view=SV4yI84AAAAJ:u-x6o8ySG0sC


XAI Taxonomy of Explanation 
Methods

Input 
Data

Interpretability 

Black-box System

Transparent System

Black-box 
AI System

Explanation Sub-system

Input 
Data

Explanation



XAI Taxonomy of Explanation 
Methods



Types of Explanations by type of data

Tabular Data
• Rule-based
• Features 

Importance
• Prototypes
• Counter Exemplars

Images
• Saliency Maps
• Concept 

Attributions
• Prototypes
• Counter Exemplars

Text
• Sentence 

Highlighting
• Attention-based
• Prototypes
• Counter Exemplars



Post-hoc Local Explanation

▷ The overall decision 
boundary is complex

▷ In the neighborhood of
a single decision, the 
boundary is simple

▷ A single decision can 
be explained by 
auditing the black box 
around the given 
instance and learning a 
local decision.



Post-hoc local: LORE

r = {age ≤ 25, job = clerk, income ≤ 900} -> deny

Φ = {({income > 900} -> grant),
({17 ≤ age < 25, job = other} -> grant)}

Explanation
• Rule
• Counterfactual

denygrant

x = {(age, 22), (income, 800), (job, clerk)}

Guidotti, R., Monreale, A., Ruggieri, S., Pedreschi, D., Turini, F., & Giannotti, F. (2018). Factual and Counterfactual Explanations for Black Box 
Decision Making. IEEE Intelligent Systems, IS-2019-08-0273.



XAI Post-hoc local explainers (and then global)

● DrXAI: Lore + ontology-based for black-box sequential 
data classification (patient clinical histories)

● Lore: rule based factual and 
counterfactual explanation

● GLocalX: Lore form local to global



XAI Post-hoc local explainers (up to the latent
space)

• Abele: Exemplar and counter-exemplar 
explanation with Latent Local Rules 
Extractor (LLORE) 

• LASTS: Local Agnostic Subsequence-based
Time Series explainer

• ILS: Interpretable Latent Space (by design & 
post-hoc): prototypes and counterfactual 
instances



Are explanations impacting 
user trust?

Cecilia Panigutti, Andrea Beretta, Fosca Giannotti and Dino Pedreschi. “Understanding the impact of explanations on advice-taking: a user study for AI-based 
clinical Decision Support Systems” Proceedings of 2022, ACM CHI Conference on Human Factors in Computing Systems

TRUST

Too little:
distrust

Too much:
over-reliance

Algorithm aversion 
(Dietvorst et al, 2015)

Automation bias 
(Lee et al, 2004)



Experimental design: participants

28 healthcare 
professionals 
recruited online on 
the Prolific platform.

75% Female
avg. age 43 y.o.

25% Male
avg. age 34y.o.



Experimental design: estimation 
task

What are the 
chances that a 
patient will have an 
acute myocardial 
infarction in the near 
future?

Two-cells within-
subjects design

F (AI): Final 
estimate 

F (XAI): 
Final
estimate 

I (human): 
Initial
estimate

A (suggestion)

A (suggestion) + explanation



Experimental design: measures

Quantitative and 
qualitative 
measures:

● Weight of 
Advice (WOA)

● Open-ended 
questions

The weight of advice (Sniezek & 
Buckley, 1995) measures the 
degree of advice-taking which is 
correlated with the implicit trust
in the system.

● What was your overall impression of 
the AI interface you just used?

● What was the thing you prefer/dislike 
the most about this AI interface?

● Have you found any difficulties? If yes, 
specify what they were



Main findings: weight of advice.

On average, 
participants 
implicitly 
trusted more 
the AI interface 
that provides 
explanations.



New 
Machine 
Learning
Process

Training 
Data

XAI
• I understand why
• I understand why not
• I know when you 

succeed
• I know when you fail
• I know when to trust you
• I know why you erred

Task

User

Explainable 
Model

Explanation 
Interface

• develop a range of new 
or modified machine 
learning techniques to 
produce more 
explainable models

• integrate state-of-the-art 
HCI with new principles, 
strategies, and 
techniques to generate 
effective explanations

Explainable
Models

Explanation
Interface

• summarize, extend, and 
apply current 
psychological theories of 
explanation to develop a 
computational theory

Psychology of
Explanation

https://www.darpa.mil/attachments/XAIProgramUpdate.pdf

Explainable AI – DARPA 

https://www.darpa.mil/attachments/XAIProgramUpdate.pdf


Next step: build the Human-Machine Conversation



What next?



Challenge1: Feedback loop between algorithmic and human 
decisions

▷ Hybrid decision making:
▷ designing classifiers that are able

to defer decisions
▷ designing classifiers that are able

to ask humans a second opinion
▷ Putting the user in full control: I 

know “when you succeed”, “when 
you fail”, “when to trust you”, “why 
you erred”

▷ Conversational Explainable AI
49



Challenge2: Design XAI interfaces based on 
Reasoning Theories

User’s prior knowledge

Time constraints

User’s goal

Information 
seeking

MM
update

Decision Quality

Organization 
effectiveness

Control variables: Age, Gender, type of decision

Trust 
calibration

Dependent variables: decision quality measures

XAI



Wang, D., Yang, Q., Abdul, A., & Lim, B. Y. (2019). Designing Theory-Driven User-Centric Explainable AI. - CHI ’19, 1–15. https://doi.org/10.1145/3290605.3300831

Challenge2: Design XAI interfaces based on Reasoning
Theories

hypothetico-deductive reasoning

cause confirmation bias



• how to validate the impact of AI 
systems on decision making, which is 
a socio-technical ecosystem, 

• How to assess the final outcome—the 
quality of the decision—rather than 
assessing only the quality of the 
decision-support tool in isolation (e.g., 
in terms of its predictive accuracy)

Guidotti, R., Monreale, A., Ruggieri, S., Turini, F., Giannotti, F., Pedreschi, D. (2018). 
A survey of methods for explaining black box models. ACM Computing Surveys (CSUR), 51(5), 93.

Challenge3: We need to go beyond Turing text



XAI is interdisciplinary

▷ For millennia, philosophers have asked the 
questions about what constitutes an 
explanation, what is the function of 
explanations, and what are their structure
[Tim Miller 2018] 

▷ … more interdisciplinary research of AI and 
data science mixed with cognitive 
psychology, neuroscience, HCI, moral 
philosophy needed!

06 September 2019



Take home message

• To empower individual against undesired 
effects of automated decision making 

• To reveal and protect new vulnerabilities
• To implement the “right of explanation”
• To help people make better decisions
• To align algorithms with human values 
• To preserve (and expand) human 

autonomy



XAI Biblio

https://xaiproject.eu/resources.html#thesis

50 papers, 11 Phd thesis 10 Master thesis

55

https://xaiproject.eu/resources.html


The social dimension of 
human centered AI
(SAI)

As increasingly complex socio-technical systems (STS) 
emerge, made of interacting people, algorithms and 
machines,  the social dimension of AI emerges

56



…in conclusion



Is chat GPT a human centered AI system?

? Surely human-like.

Human-centered?
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The Imitation Game
I propose to consider the question, “Can machines think?” This should

begin with definitions of the meaning of the terms “machine” and “think”. 

Is Turing’s Test still adequate for 
human-centered AI?



Is Turing’s Test still adequate for human-
centered AI?

▷A system is intelligent if it allows
humans, both as individuals and as a 
collective,
▷to become more intelligent in achieving
complex goals



61

Bias Inequality

Polarization Social Good



AI: incredible advances and promises, pervasive and 
combined with gradual digitalization 

62

Societal Debates 
and Misinformation 

Analysis

Demography, 
Economy 

and Finance 2.0

Sustainable 
Cities for Citizens

Migration
Studies

Science: Sports Personalized  
Medicine



No techno-solutionism,  but a gentle technology, 
helping us to find

● a richer, socially-aware human dimension

● a better balance between individual and 

collective needs

● a better balance between “my freedom” 

and “the freedom of my fellow citizens”

63



“Safety may not be perfect the greater the human ability, the 
more advanced it will be”

“Knowledge has its risks, but should our reaction be to
stop at risk? Or should we not rather use knowledge to
make it a barrier against the same risks that it entails?
Knives are made with a handle so that they can be
grasped without danger; stairs are equipped with
railings; electrical wires are insulated; pressure cookers
have a safety valve; in every product we take care to
minimize the risk. Sometimes the safety achieved is
insufficient, due to limitations imposed by the nature of
the universe or by the human mind. However, the
attempt must be made. As a machine, a robot will
certainly be designed to offer guarantees of safety, at least
as far as possible. Safety may not be perfect (is there
anything that is?), but the greater the human ability,
the more advanced it will be.”
Isaac Asimov, Introduction to “Second book of Robots” 
(1964)



THANK YOU!

65

XAI



BACK TO CHAT GPT – reccomended readings

o LARGE LANGUAGE MODELS 

o FOUNDATION MODEL

o GENERAL PURPOSE AI

o GENERATIVE AI 

o TRANSFORMERS – SELF-SUPERVISED LEARNING

On the Opportunities and Risks of Foundation Models, Rishi 
Bommasani, ET AL. Stanford Univ.  arXiv:2108.07258 [cs.LG ]

Beyond  the  imitation  game: quantifung and extrapolating the capabilities of language models Aarohi 
Srivastava et. Al benchmark (BIG-bench)
arXiv:2206.04615 [cs.CL]

• Applications
• Question Answering (QA)
• Machine Translation (MT)
• Text Summarization (TS)
• Natural Language Inference

(NLI)

https://arxiv.org/search/cs?searchtype=author&query=Bommasani%2C+R
https://arxiv.org/abs/2108.07258
https://arxiv.org/search/cs?searchtype=author&query=Srivastava%2C+A
https://arxiv.org/abs/2206.04615
https://arxiv.org/abs/2206.04615


On the 
Opportunities and 
Risks of Foundation 
Models, Rishi 
Bommasani, ET AL. 
Stanford Univ.  
arXiv:2108.07258 [c
s.LG ]

https://arxiv.org/search/cs?searchtype=author&query=Bommasani%2C+R
https://arxiv.org/abs/2108.07258


Foundation Models – TIME LINE



Foundation Model – THE TASKS



VISION



ROBOTICS



INTERACTION



Security & Privacy



Misuse: on manipulative and harmful content generation, 
and the implications for detection.



Evironment: cost-benefit analysis


