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Number of muons – a very important observable
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Figure 6.25: Left: shower maximum, Xmax, and logarithmic muon number, lg(Nµ), for five cosmic-
ray elements for Sibyll2.3d at 10 EeV. The lines show the contours containing 68, 90 and 95%
of all showers. Right: “merit factor” which illustrates degree to which proton and iron showers

can be distinguished, mf = (µp � µFe)/
q
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for a given experimental resolution on Xmax and

lg(Nµ). µ denotes the mean and � is the standard deviation of the mass observable, which in this
case is the linear combination of Xmax and lg(Nµ) maximizing mf. The merit factors for a single
observable are close to the values shown for a large resolution of the other one, i.e., the top row for
Xmax and the right column for lg(Nµ).

the muon scale due to problems with the current generation of hadronic interaction models, leading
to unreliable results as compared to Xmax related studies.

The clearest path to event-by-event primary mass reconstruction lies in a high resolution inde-
pendent reconstruction of both Xmax and Nµ coupled to a high resolution energy reconstruction.
Right now, the uncertainties in hadronic interaction models serve as an e↵ective barrier to de-
coupling the reconstructions and interpretations of Xmax and Nµ. Unfortunately, the current low
event-by-event primary mass resolution of UHECR events also serves to hinder progress on refining
hadronic interaction models due to the large uncertainties it creates in the constraints UHECR
events can provide at the highest energies. This leads to a di�cult to resolve mass-hadronic model
interdependency, which means an iterative approach will be necessary. However, once the heaviest
mass group can be identified and a high resolution Nµ measurement can be made, very strong
constraints on muon production will be available which should significantly contribute to solving
the Muon Puzzle.

As stated in the list from the beginning of this section, both studies with moderate mass sensi-
tivity and event-by-event mass-resolution can allow for significant progress on the most important
questions currently being posed in UHECR and UHE particle physics. Event-by-event detection
will always provide a superior resolution and stronger constraints than statistical methods can.
However, less sensitive methods can have large impacts at the highest energies if su�cient statistics
and Xmax resolutions are achieved. This is particularly true if the trend of an apparent purification
of primary beams with energy continues as energy increases [54], or alternatively if the composi-
tion approximately bifurcates into distinguishable very heavy and very light components due to
propagation e↵ects on distant sources, the so-called ‘cosmic mass degrader’ scenario described in
Sec. 5.4.3. If either of these cases occur, then beyond cut-o↵ energies, most composition-dependent
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(UHECR Snowmass Summer Study, Coleman, 2205.05845)
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Figure 6.25: Left: shower maximum, Xmax, and logarithmic muon number, lg(Nµ), for five cosmic-
ray elements for Sibyll2.3d at 10 EeV. The lines show the contours containing 68, 90 and 95%
of all showers. Right: “merit factor” which illustrates degree to which proton and iron showers

can be distinguished, mf = (µp � µFe)/
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for a given experimental resolution on Xmax and

lg(Nµ). µ denotes the mean and � is the standard deviation of the mass observable, which in this
case is the linear combination of Xmax and lg(Nµ) maximizing mf. The merit factors for a single
observable are close to the values shown for a large resolution of the other one, i.e., the top row for
Xmax and the right column for lg(Nµ).

the muon scale due to problems with the current generation of hadronic interaction models, leading
to unreliable results as compared to Xmax related studies.

The clearest path to event-by-event primary mass reconstruction lies in a high resolution inde-
pendent reconstruction of both Xmax and Nµ coupled to a high resolution energy reconstruction.
Right now, the uncertainties in hadronic interaction models serve as an e↵ective barrier to de-
coupling the reconstructions and interpretations of Xmax and Nµ. Unfortunately, the current low
event-by-event primary mass resolution of UHECR events also serves to hinder progress on refining
hadronic interaction models due to the large uncertainties it creates in the constraints UHECR
events can provide at the highest energies. This leads to a di�cult to resolve mass-hadronic model
interdependency, which means an iterative approach will be necessary. However, once the heaviest
mass group can be identified and a high resolution Nµ measurement can be made, very strong
constraints on muon production will be available which should significantly contribute to solving
the Muon Puzzle.

As stated in the list from the beginning of this section, both studies with moderate mass sensi-
tivity and event-by-event mass-resolution can allow for significant progress on the most important
questions currently being posed in UHECR and UHE particle physics. Event-by-event detection
will always provide a superior resolution and stronger constraints than statistical methods can.
However, less sensitive methods can have large impacts at the highest energies if su�cient statistics
and Xmax resolutions are achieved. This is particularly true if the trend of an apparent purification
of primary beams with energy continues as energy increases [54], or alternatively if the composi-
tion approximately bifurcates into distinguishable very heavy and very light components due to
propagation e↵ects on distant sources, the so-called ‘cosmic mass degrader’ scenario described in
Sec. 5.4.3. If either of these cases occur, then beyond cut-o↵ energies, most composition-dependent
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Muons have even better mass composition sensitivity than Xmax
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directly to our measurement.
We consider QGSJet01, QGSJetII-03, QGSJetII-

04, and Epos LHC for this comparison. The relation of
〈Xmax〉 and 〈lnA〉 at a given energy E for these models
is in good agreement with the prediction from the gener-
alized Heitler model of hadronic air showers

〈Xmax〉 = 〈Xmax〉p + fE〈lnA〉, (9)

where 〈Xmax〉p is the average depth of the shower max-
imum for proton showers at the given energy and fE
an energy-dependent parameter [4, 41]. The parameters
〈Xmax〉p and fE were computed from air shower simula-
tions for each model.
We derive a similar expression from Eq. (1) by substi-

tuting Nµ,p = (E/ξc)β and computing the average loga-
rithm of the muon number

〈lnNµ〉 = 〈lnNµ〉p + (1 − β)〈lnA〉 (10)

β = 1− 〈lnNµ〉Fe − 〈lnNµ〉p
ln 56

. (11)

Since Nµ ∝ Rµ, we can replace lnNµ by lnRµ. The same
can be done in Eq. (2), which also holds for averages due
to the linearity of differentiation.
We estimate the systematic uncertainty of the approx-

imate Heitler model by computing β from Eq. (11), and
alternatively from d〈lnRµ〉p/d lnE and d〈lnRµ〉Fe/d lnE.
The three values would be identical if the Heitler model
was accurate. Based on the small deviations, we es-
timate σsys[β] = 0.02. By propagating the system-
atic uncertainty of β, we arrive at a small systematic
uncertainty for predicted logarithmic muon content of
σsys[〈lnRµ〉] < 0.02.
With Eq. (9) and Eq. (10), we convert the measured

mean depth 〈Xmax〉 into a prediction of the mean loga-
rithmic muon content 〈lnRµ〉 at θ = 67◦ for each hadronic
interaction model. The relationship between 〈Xmax〉 and
〈lnRµ〉 can be represented by a line, which is illustrated
in Fig. 5. The Auger measurements at 1019 eV are also
shown. The discrepancy between data and model predic-
tions is shown by a lack of overlap of the data point with
any of the model lines.
The model predictions of 〈lnRµ〉 and d〈lnRµ〉/d lnE

are summarized and compared to our measurement in
Fig. 6 and 7, respectively. ForQGSJetII-03,QGSJetII-
04, and Epos LHC, we use estimated 〈lnA〉 data
from Ref. [39]. Since QGSJet01 has not been in-
cluded in that reference, we compute 〈lnA〉 using
Eq. (9) [4] from the latest 〈Xmax〉 data [39]. The sys-
tematic uncertainty of the 〈lnRµ〉 predictions is de-
rived by propagating the systematic uncertainty of 〈lnA〉
(±0.03 (sys.)), combined with the systematic uncertainty
of the Heitler model (±0.02 (sys.)). The predicted loga-
rithmic gain d〈lnRµ〉/d lnE is calculated through Eq. (2),
while d lnA/d lnE is obtained from a straight line fit to
〈lnA〉 data points between 4× 1018 eV and 5× 1019 eV.
The systematic uncertainty of the d〈lnRµ〉/d lnE predic-
tions is derived by varying the fitted line within the sys-
tematic uncertainty of the 〈lnA〉 data (±0.02 (sys.)), and
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FIG. 5. Average logarithmic muon content 〈lnRµ〉 (this
study) as a function of the average shower depth 〈Xmax〉 (ob-
tained by interpolating binned data from Ref. [39]) at 1019 eV.
Model predictions are obtained from showers simulated at
θ = 67◦. The predictions for proton and iron showers are di-
rectly taken from simulations. Values for intermediate masses
are computed with the Heitler model described in the text.

by varing β within its systematic uncertainty in Eq. (2)
(±0.005 (sys.)).

The four hadronic interaction models fall short in
matching our measurement of the mean logarithmic
muon content 〈lnRµ〉. QGSJetII-04 and Epos LHC
have been updated after the first LHC data. The dis-
crepancy is smaller for these models, and Epos LHC
performs slightly better than QGSJetII-04. Yet none
of the models is covered by the total uncertainty inter-
val. The minimum deviation is 1.4 σ. To reach consis-
tency, the muon content in simulations would have to be
increased by 30% to 80%. If on the other hand the pre-
dictions of the latest models were close to the truth, con-
sistency could only be reached by increasing the Auger
energy scale by about 30%. Without a self-consistent
description of air shower observables, conclusions about
the mass composition from the measured absolute muon
content remain tentative.

The situation is better for the logarithmic gain
d〈lnRµ〉/d lnE. The measured value is higher than
the predictions from 〈lnA〉 data, but the discrepancy is
smaller. If all statistical and systematic uncertainties are
added in quadrature, the deviation between measurement
and 〈lnA〉-based predictions is 1.3 to 1.4 σ. The statisti-
cal uncertainty is not negligible, which opens the possi-
bility that the apparent deviation is a statistical fluctua-
tion. If we assume that the hadronic interaction models
reproduce the logarithmic gain of real showers, which is
supported by the internal consistency of the predictions,
the large measured value of d〈lnRµ〉/d lnE disfavors a
pure composition hypothesis. If statistical and system-

Example of muon discrepancy – inclined showers

Relative number of muons 
in showers with θ>60°

3

(Auger, Phys. Rev. Lett. 117 (2016) 192001, 
 Phys. Rev. D91 (2015) 032003) 4
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FIG. 7. Average logarithmic muon content, hlnRµi, as a function of the average shower depth, hXmaxi.

D. Number of muons and its fluctuations

The average number of muons in a proton shower of energy E has been shown in simulations to scale as

N⇤
µ(E) = C E�

where � ' 0.9 (see main text for references).

If we assume all the secondaries from the first interaction produce muons following the same relation as given for

protons above, we obtain the number of muons in the shower as

Nµ(E) =

mX

j=1

C E�
j = N⇤

µ(E)

mX

j=1

x�
j = N⇤

µ(E) ↵1 , (1)

where index j runs over m secondary particles which reinteract hadronically and xj = Ej/E is the fraction of energy

fed to the hadronic shower by each. In this expression the fluctuations in Nµ are induced by ↵1 in the first generation

which fluctuates because the multiplicity m and the energies xj of the secondaries fluctuate.

Consider a “toy“ interaction producing only pions, all with the same energy and only a fraction f of them are

charged and contribute to the hadron cascade. This model has no fluctuations and should by construction give

↵1 = 1, which follows from Eq. (1) if we identify the average number of muons for proton showers with N⇤
µ(E) which

coincides with our definition. This incidentally implies a condition for � = log(m)/ log(m/f) which is the same as

that obtained by Matthews and by Kampert et al. (� ' 0.90 for f = 2/3 and m ⇠ 50). In a more realistic scenario

↵1 fluctuates because the particles do not have the same energy and f (the ratio of charged pions) and m fluctuate.

(Auger, Phys. Rev. Lett. 126 (2021) 152002) 

Muon discrepancy known for long time, limited progress on side of model predictions



Relative fluctuations of muon number as expected

4

The probability of hybrid events hðEÞ (product of the
energy spectrum of cosmic rays and the efficiency of
detection) can be obtained from the data, as explained in
and [10,24,26]. The rhs of Eq. (2) depends on the
parameters a and b via Eq. (1). To obtain the energy
dependence of the fluctuations, we parametrize σ by six
independent values such that σðEÞ ¼ σ̂k · hRμiðEÞ, where
the constants σ̂k are the relative fluctuations in the kth
energy bin with limits ½Ek−1; Ek%, where k runs from one to
six. In Eq. (2), k ¼ 0 corresponds to the contributions from
the interval ½0; Ethr%, where the SD is not fully efficient. The
fluctuations here are assumed to take the value of the first
fitted bin σ̂0 ≡ σ̂1.
The sum over the index i in Eq. (2) (the usual sum over

the log-likelihoods of events) includes only events above
the energy threshold of 4 × 1018 eV. The function CðEÞ is
the normalization factor from the double Gaussian. The
result of the fit for the parameters a and b are shown in
Fig. 1. The fluctuations are shown in Fig. 2. The distri-
bution of the number of muons and the PDF in the
individual energy bins can be found in the Supplemental
Material [17].
The dominant systematic uncertainties of σ come from

the uncertainties in the resolutions sE and sμ. For sμ we
estimate the uncertainty using simulations and data. In
simulations, the uncertainty was estimated by the spread in
a sample of simulated showers, where each shower is
reconstructed multiple times, each time changing only the
impact point at the ground. For data, we reconstruct the
same event multiple times, leaving out the signals from one
of the detector stations. The average relative resolution

hsμ=Rμi and its systematic uncertainty is thus ð10& 3Þ%
at 1019 eV.
We verified the values of sE by studying the difference in

the energy reconstruction of events measured independently
by two or more FD stations. The width of the distribution of
these energy differences is found to be compatible with sE.
We therefore take the statistical 1-σ uncertainties of this
cross check as a conservative upper limit of the systematic
uncertainty of sE [27]. The average relative energy reso-
lution hsE=Ei is about ð8.4& 2.9Þ% at 1019 eV. We have
further confirmed that there are no significant contributions
to the fluctuations from differences between the individual
FD stations, neither related to the longtime performance
evolution of the SD and FD detectors.
Any residual electromagnetic component in the signal

would affect the lower zenith angles more. We therefore
split the event sample at the median zenith angle (66°) and
compare the resulting fluctuations. We find no significant
difference between the more and the less inclined sample.
In another test, we do find a small modulation of hRμi

with the azimuth angle (<1%), which we correct for. This
modulation is related to the approximations used in the
reconstruction, which deal with the azimuthal asymmetry
of the muon densities at the ground due to the Earth’s
magnetic field [3]. Finally, we have run an end-to-end
validation of the whole analysis method described in this
Letter on samples of simulated proton, helium, oxygen, and
iron showers.
Because of the almost linear relation between Rμ and E,

the systematic uncertainty on σ due to the uncertainty of the
absolute energy scale of 14% [25] practically cancels out in
the relative fluctuations. The systematic uncertainty in the
absolute scale of Rμ of 11% [5] drops out for the same
reason. The systematic effects for the bin around 1019 eV
are summarized in Table I. Over all energies, the systematic
uncertainties are below 8%.
Results and discussion.—The best-fit value for the

average relative number of muons at 1019 eV (parameter a)
is hRμið1019eVÞ¼1.86&0.02ðstatÞþ0.36

−0.31ðsystÞ. For the
slope (parameter b) we find dhlnRμi=d lnE ¼ 0.99&
0.02ðstatÞ þ0.03

−0.03ðsystÞ. These values are consistent with
the values previously reported [5,17].

FIG. 2. Measured relative fluctuations in the number of muons
as a function of the energy and the predictions from three
interaction models for proton (red) and iron (blue) showers.
The gray band represents the expectations from the measured
mass composition interpreted with the interaction models.
The statistical uncertainty in the measurement is represented
by the error bars. The total systematic uncertainty is indicated by
the square brackets.

TABLE I. Contributions to the systematic uncertainty in the
relative fluctuations around 1019 eV (1018.97–1019.15 eV). The
central value is σ=hRμi ¼ 0.102& 0.029ðstatÞ & 0.007ðsystÞ.

Source of uncertainty Uncertainty (%)

E absolute scale hEi <0.1
E resolution sE 4.6
Rμ absolute scale hRμi 0.5
Rμ resolution sμ 5.2
Rμ azimuthal modulation hRμiðϕÞ 0.5

Total systematics 7.0
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FIG. 7. Search for detector ageing e↵ects. Shown are results of the unfolding method applied to subsets of the data, which are
split according to area-over-peak (AoP), average tank age (Tage), event time in years since 2004, and by fluorescence detector
building (LL = Los Leones, CO = Coihueco, LM = Los Morados, LA = Loma Amarilla). The original data (open squares)
shows hints of a drift, most visibible in average tank age. We fit the drift (red line with error band) and correct by it, and
apply the unfolding again to the corrected subsets (black circles). The correction also removes hints of drifts in AoP and age
of the experiment, and introduce a slight displacement for events recorded by Los Leones. The P-values indicate the chance
probability to find such deviations if the truth is a constant (dotted line) in the corrected data set.

FIG. 8. Result of the unfolding method applied to disjunct subsets of the data, split by zenith angle ✓ and azimuth angle �.
The results are displayed in the same style as Fig. 7. Only the corrected data set is shown since the correction has no significant
e↵ect on these splits.
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As the energy fraction at generation i is the result of
averaging the energy fraction of preceding m1 · m2 ·

... · mi�1 reactions within the shower, the fluctuations510

exponentially decrease with the generation number as
�(↵i) / 1/

p
m1 · m2 · ... · mi�1, and thus Nµ fluctuations

are dominated by the fluctuations in the 1st interaction
[30] (for instance, in p-Air interactions ⇠ 70% of the vari-
ance is due to the first interaction) . This picture can be515

easily generalized for the case of nuclear primaries: bycarries 70% of the fluctuations for protons!!! 
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The PMT analogy

28

• An exotic model that saturates 
• for instance no π0 decay, or no π0 production

• Would result in
• muon fluctuations will be suppressed and dominated by 2nd 3rd interactions (~ 4% 5%)28
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Jonas Glombitza on behalf of the Pierre Auger Collaboration

Event-by-event reconstruction of Xmax with the
Surface Detector of the Pierre Auger Observatory
using deep learning
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Figure 1: (a) Simulated signal pattern measured by the surface detector. The marker sizes indicate
the amount of measured signal and the colors represent the arrival time of the shower at a given
station (yellow=early, red=late). The arrow denotes the projection of the shower axis on the surface
and its tip the shower core. (b) Simulated signal trace of a cosmic-ray event measured at a surface-
detector station at a distance of about 1000 m to the shower core. Different colors indicate signals
from different shower components.

minimized during network training.
This work is structured as follows. First, we specify the data sets for both the simulation studies

and measured Auger hybrid data, which include information from the FD for validation purposes.
We explain in detail how the simulated data are prepared and augmented for the optimization
of the network parameters and the reconstruction of !max. After that, we describe in detail the
architecture and training of the deep network. Then we show the !max reconstruction performance
of the network on simulated data as a function of energy, zenith angle, mass of the primary particle,
and the effect of using two hadronic interaction models different from the one used in the training.
Finally, we verify the capabilities of the network by direct comparison of the measured maximum
shower depth !max of the network and of the FD. We correct for detector-aging effects resulting
from long-term operation of the observatory. Subsequently, we calibrate the absolute !max value of
the network output, and determine the !max resolution of the network as a function of the primary
energy.

2 Data sets and their preparation

The measured air shower footprint consists of a characteristic pattern of several triggered WCDs
arranged in a hexagonal grid (see Fig. 1a). Using three PMTs each triggered station measures the
time-dependent density of particles encoded in three signal traces. An example of a simulated
signal trace is shown in Fig. 1b.

The basic idea is to provide the network as input the raw data of a measured cosmic-ray
event. The raw information for each triggered station consists of three signal time traces, the station
position and the time of the first shower particles arriving at the station.
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Evaluation – EPOS-LHC

DNN trainined using EPOS-LHC

● evaluation using EPOS-LHC

● performance improves with energy

● above 10 to 20 EeV

 bias vanishes

 proton resolution ~30 g/cm²

 iron resolution ~20 g/cm²

● averaged among compositions

 overall bias ~ 0 g/cm²
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Figure 12: (a) Energy-dependent bias of the deep neural network with respect to the reconstruction
of the fluorescence detector. (b) Energy-dependent resolution of the deep neural network with
respect to the reconstruction of the fluorescence detector.

6 Summary

In this work we presented a new approach for reconstructing the maximum shower depth !max using
only the signal traces of the water-Cherenkov detectors (WCDs) placed on ground, which record a
tiny subset of the billions of shower particles. It was shown that the presented method is capable
of exploiting the data measured by the WCDs more comprehensively than ever before by adapting
deep learning techniques, resulting in an unprecedented performance for mass composition studies
using the surface detector.

As reconstruction method we have developed an advanced deep neural network which is
especially suited for the situation of the Pierre Auger Observatory. The signal traces of the WCDs
are analyzed by the network using so-called LSTM cells and their measurements are combined
according to the hexagonal symmetry of the detector grid.

A key issue to correctly adjust the network parameters is the proper preparation of the data
used for the network training. In addition to re-scaling and normalization of the signal amplitudes
and time measurements, we implement real operation-conditions in the simulation data as data
augmentation during the training. This includes missingWCDs due to hardware failures or showers
falling close to the edges of the detector grid, missing signal traces of single photomultipliers and
detector stations with saturated signal traces owing to high-energy events or very close shower cores.
By including such effects, we make the network robust against small differences between simulation
and measured data, enhancing its generalization capacities and providing an accurate reconstruction
of !max for zenith angles up to 60◦ and even for events with saturated station electronics.

Initially we evaluate the performance of the network on simulated data. When evaluating the
network using disjunct data from the same simulation as used for training, we observe an almost
bias free reconstruction of !max. The !max resolution improves with increasing cosmic ray energy
and is composition dependent. For proton-induced showers the resolution is 38 g/cm2 at 10 EeV
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Figure 4: Event-by-event correlation of -max as measured by the DNN and the FD using golden hybrids.

reconstruction bias at low energies (compare to Fig. 1a). After fitting a constant to the data, which
yields �30.0 ± 0.6 g/cm2, the predictions of the DNN are calibrated to the FD -max scale.

We show the energy dependence of f(-max,DNN � -max,FD) in Fig. 5b. Statistical uncertainties
are estimated using bootstrapping. To extract the resolution of the DNN, we first parameterize this
dependency by fitting the function f�-max (⇢) = 0 · 4�1 · (log10 ⇢/eV�18.5) + 2 to the data. The obtained
parameters are 0 = 18.0 ± 2.5 g/cm2, 1 = 2.9 ± 1.2, and 2 = 27.7 ± 2.6 g/cm2. The fit is depicted
as the continuous red line in Fig. 5b. To determine the resolution of the DNN, we subtract the FD
resolution [2], which is shown as dashed grey line, in quadrature. The resulting DNN resolution is
shown as a dashed red line. It improves from approximately 40 g/cm2 at 3 EeV to below 25 g/cm2

beyond 20 EeV. This is in good agreement with our expectations from simulation studies (compare
with Fig. 2) and strengthens the finding that the resolution is independent of the interaction model.
This implies that only a calibration to the -max scale of the FD, as performed above, is needed for
using the DNN for event-by-event composition studies.

6. Conclusion

In this contribution, we presented a deep neural network (DNN) to reconstruct the atmospheric
depth of the shower maximum -max using the SD. The network was trained using EPOS-LHC
showers and further evaluated on QGSJetII-04 and Sibyll 2.3 showers. The composition bias of
the reconstruction is similar for all interaction models and amounts to only a few g/cm2 beyond
10 EeV. Additionally, it was found that the overall bias of the -max reconstruction depends on the
hadronic interaction model used, requiring a calibration of the method. In contrast, the resolution
was found to be independent of the interaction model. It amounts for protons (iron) to roughly
40 g/cm2 (25 g/cm2) at 10 EeV, and reaches 30 g/cm2 (15 g/cm2) beyond 100 EeV. By further
investigating the discrimination power of the reconstruction, it was shown that the DNN will enable
mass-composition studies on an event level.

To verify the method’s performance and calibrate the predictions of the DNN to the -max scale
of the FD, hybrid measurements were used. The calibration was found to be energy-independent,
with a size of the -max bias moderately above expectations from simulation studies. The resolution
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Reconstructing Xmax: ultimate check with data
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Figure 12: (a) Energy-dependent bias of the deep neural network with respect to the reconstruction
of the fluorescence detector. (b) Energy-dependent resolution of the deep neural network with
respect to the reconstruction of the fluorescence detector.

6 Summary

In this work we presented a new approach for reconstructing the maximum shower depth !max using
only the signal traces of the water-Cherenkov detectors (WCDs) placed on ground, which record a
tiny subset of the billions of shower particles. It was shown that the presented method is capable
of exploiting the data measured by the WCDs more comprehensively than ever before by adapting
deep learning techniques, resulting in an unprecedented performance for mass composition studies
using the surface detector.

As reconstruction method we have developed an advanced deep neural network which is
especially suited for the situation of the Pierre Auger Observatory. The signal traces of the WCDs
are analyzed by the network using so-called LSTM cells and their measurements are combined
according to the hexagonal symmetry of the detector grid.

A key issue to correctly adjust the network parameters is the proper preparation of the data
used for the network training. In addition to re-scaling and normalization of the signal amplitudes
and time measurements, we implement real operation-conditions in the simulation data as data
augmentation during the training. This includes missingWCDs due to hardware failures or showers
falling close to the edges of the detector grid, missing signal traces of single photomultipliers and
detector stations with saturated signal traces owing to high-energy events or very close shower cores.
By including such effects, we make the network robust against small differences between simulation
and measured data, enhancing its generalization capacities and providing an accurate reconstruction
of !max for zenith angles up to 60◦ and even for events with saturated station electronics.

Initially we evaluate the performance of the network on simulated data. When evaluating the
network using disjunct data from the same simulation as used for training, we observe an almost
bias free reconstruction of !max. The !max resolution improves with increasing cosmic ray energy
and is composition dependent. For proton-induced showers the resolution is 38 g/cm2 at 10 EeV
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Very good resolution, unexpected offset of ~30 g/cm2

(Auger, JINST 16 (2021) 07, P07019)



Thoughts on how to make progress
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Progress highly desirable, muon discrepancy impacts many fields 

• Energy calibration with Monte Carlo predictions

• Use of SD data for composition studies (rise time, DNN, asymmetries)

• Calculation of efficiencies and trigger probabilities

• Search for photons and new phenomena, particle physics studies

Possible approaches and non-exclusive and complementary lines of work 

• Wait and hope that model builders will produce a much better model based on accelerator data 

• Wait and hope for new accelerator measurements that might help to solve problem

• Accept limited use of muon-sensitive observables and do not use full capabilities of observatories

• Accept contradictory composition results depending on used observables


• Produce interaction models for different (extreme) physics scenarios to learn from EAS data



Muon production depends on hadronic energy fraction

p�

p0

p̄

n̄

p̄

L̄
p̄
p

p
p̄

1 Baryon-Antibaryon pair production   (Pierog, Werner 2008)

• Baryon number conservation

• Low-energy particles: large angle to shower axis

• Transverse momentum of baryons higher

• Enhancement of mainly low-energy muons

Baryon 
sub-shower

Meson 
sub-shower

Decay of 
leading particle

stops hadronic 
sub-cascade

(Grieder ICRC 1973; Pierog, Werner PRL 101, 2008)

3 Leading particle effect for pions    (Drescher 2007, Ostapchenko 2016)

• Leading particle for a π could be ρ0 and not π0

• Decay of ρ0 to 100% into two charged pions

4 New hadronic physics at high energy   (Farrar, Allen 2012)

• Inhibition of π0 decay (Lorentz invariance violation etc.)

• Chiral symmetry restauration

30% chance to have
π0 as leading particle

7Several of these effects: Core-Corona model (Pierog et al.)

p�

2 Enhanced kaon/strangeness production (Anchordoqui et al. arXiv:2202.03095)

• Similar effects as baryon pairs

• Decay at higher energy than pions (~600 GeV)



Simple and pragmatic approach using Sibyll
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• Only one process modified/enhanced per model scenario

• Changes transparent and minimalistic (tunable parameters)

• No or minimal change of other model predictions for accelerator and EAS data

• Satisfy all relevant conservation laws and implement expected universality

proton

Modification of leading/forward particle production

Central particle production not changed

Pp0!r0 = 0.6 ⇥ (xF)
0.4Example:



06/28/16 Felix Riehn - Auger Analysis Meeting 2016 6

Leading vector mesons

Pion - Proton Pion - CarbonCrossing not described

Rho production in π-p interactions (Sibyll 2.1 ➞ Sibyll 2.3)

9(Riehn et al., ICRC 2015)

xF = pk/pmax

Elab = 250GeV

p+ p ! p0 ! 2g

p+ p ! r0 ! p+ p�

06/28/16 Felix Riehn - Auger Analysis Meeting 2016 8

Leading vector mesonsLeading particle production
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p�C ! p̄ X
<latexit sha1_base64="at6ZAZYwl+u6V11/09Hob4d9taM=">AAADFnicjVJNTxRBEH0MoIAoox69DG5IuEhmCQkeiSjxYgKJy27CAOkZmqGz85WeXgxu9sxf8E9w1Zs349Urv4I/wMHX7SyJEiI96amqV1Wvq6o7rjJVmzC8nPAmp6YfPJyZnXs0//jJgv/02W5dDnQiO0mZlboXi1pmqpAdo0wme5WWIo8z2Y37m9bfPZW6VmXx0ZxVcj8XaaGOVSIMoUN/MarUwatgMwoirdITI7QuP9GIhR5WoyAKeod+K1wJ3QpuK+1GaaFZ26V/hQhHKJFggBwSBQz1DAI1vz20EaIito8hMU1NOb/ECHPMHTBKMkIQ7fOf0tpr0IK25axddsJTMm7NzFksIcCWY4wZbU+V1GvKa+7PDkvvPGHomG2FZ5TxDeMH4gYnjPhfZt5Ejph1v0zblcExXrtuFOurHGL7TG543tKjifWdJ8A7F5mSI3b2KSdQUHZYgZ3ymCFwHR9RCielYykaRkE+TWmnb+u5u7txX/bOcoz4INr/Xv9tZXd1pU19Z6218aZ5GjN4gZdY5v2vYwPvsc2KE5zjAl/xzfviffd+eD//hHoTTc5z/LW8X78BkX+k8Q==</latexit><latexit sha1_base64="at6ZAZYwl+u6V11/09Hob4d9taM=">AAADFnicjVJNTxRBEH0MoIAoox69DG5IuEhmCQkeiSjxYgKJy27CAOkZmqGz85WeXgxu9sxf8E9w1Zs349Urv4I/wMHX7SyJEiI96amqV1Wvq6o7rjJVmzC8nPAmp6YfPJyZnXs0//jJgv/02W5dDnQiO0mZlboXi1pmqpAdo0wme5WWIo8z2Y37m9bfPZW6VmXx0ZxVcj8XaaGOVSIMoUN/MarUwatgMwoirdITI7QuP9GIhR5WoyAKeod+K1wJ3QpuK+1GaaFZ26V/hQhHKJFggBwSBQz1DAI1vz20EaIito8hMU1NOb/ECHPMHTBKMkIQ7fOf0tpr0IK25axddsJTMm7NzFksIcCWY4wZbU+V1GvKa+7PDkvvPGHomG2FZ5TxDeMH4gYnjPhfZt5Ejph1v0zblcExXrtuFOurHGL7TG543tKjifWdJ8A7F5mSI3b2KSdQUHZYgZ3ymCFwHR9RCielYykaRkE+TWmnb+u5u7txX/bOcoz4INr/Xv9tZXd1pU19Z6218aZ5GjN4gZdY5v2vYwPvsc2KE5zjAl/xzfviffd+eD//hHoTTc5z/LW8X78BkX+k8Q==</latexit><latexit sha1_base64="at6ZAZYwl+u6V11/09Hob4d9taM=">AAADFnicjVJNTxRBEH0MoIAoox69DG5IuEhmCQkeiSjxYgKJy27CAOkZmqGz85WeXgxu9sxf8E9w1Zs349Urv4I/wMHX7SyJEiI96amqV1Wvq6o7rjJVmzC8nPAmp6YfPJyZnXs0//jJgv/02W5dDnQiO0mZlboXi1pmqpAdo0wme5WWIo8z2Y37m9bfPZW6VmXx0ZxVcj8XaaGOVSIMoUN/MarUwatgMwoirdITI7QuP9GIhR5WoyAKeod+K1wJ3QpuK+1GaaFZ26V/hQhHKJFggBwSBQz1DAI1vz20EaIito8hMU1NOb/ECHPMHTBKMkIQ7fOf0tpr0IK25axddsJTMm7NzFksIcCWY4wZbU+V1GvKa+7PDkvvPGHomG2FZ5TxDeMH4gYnjPhfZt5Ejph1v0zblcExXrtuFOurHGL7TG543tKjifWdJ8A7F5mSI3b2KSdQUHZYgZ3ymCFwHR9RCielYykaRkE+TWmnb+u5u7txX/bOcoz4INr/Xv9tZXd1pU19Z6218aZ5GjN4gZdY5v2vYwPvsc2KE5zjAl/xzfviffd+eD//hHoTTc5z/LW8X78BkX+k8Q==</latexit><latexit sha1_base64="at6ZAZYwl+u6V11/09Hob4d9taM=">AAADFnicjVJNTxRBEH0MoIAoox69DG5IuEhmCQkeiSjxYgKJy27CAOkZmqGz85WeXgxu9sxf8E9w1Zs349Urv4I/wMHX7SyJEiI96amqV1Wvq6o7rjJVmzC8nPAmp6YfPJyZnXs0//jJgv/02W5dDnQiO0mZlboXi1pmqpAdo0wme5WWIo8z2Y37m9bfPZW6VmXx0ZxVcj8XaaGOVSIMoUN/MarUwatgMwoirdITI7QuP9GIhR5WoyAKeod+K1wJ3QpuK+1GaaFZ26V/hQhHKJFggBwSBQz1DAI1vz20EaIito8hMU1NOb/ECHPMHTBKMkIQ7fOf0tpr0IK25axddsJTMm7NzFksIcCWY4wZbU+V1GvKa+7PDkvvPGHomG2FZ5TxDeMH4gYnjPhfZt5Ejph1v0zblcExXrtuFOurHGL7TG543tKjifWdJ8A7F5mSI3b2KSdQUHZYgZ3ymCFwHR9RCielYykaRkE+TWmnb+u5u7txX/bOcoz4INr/Xv9tZXd1pU19Z6218aZ5GjN4gZdY5v2vYwPvsc2KE5zjAl/xzfviffd+eD//hHoTTc5z/LW8X78BkX+k8Q==</latexit>

Eur. Phys. J. C   (2017) 77:626 Page 5 of 26  626 

Fig. 3 An example of a π− + C interaction at 158 GeV/c measured in the NA61/SHINE detector (top view). The measured points (green dots)
are used to fit tracks (red lines) to the interaction point. The black dots show the noise clusters and the red dots show matched Time of Flight hits
(not used in this analysis)

Detector parameters were optimised using a data-based
calibration procedure which also took into account their time
dependences. Minor adjustments were determined in consec-
utive steps for:

(i) detector geometry and TPC drift velocities and
(ii) magnetic field map.

Each step involved reconstruction of the data required to
optimise a given set of calibration constants and time depen-
dent corrections followed by verification procedures. Details
of the procedure and quality assessment are presented in
Ref. [39].

The main steps of the data reconstruction procedure are:

(i) finding of clusters in the TPC raw data, calculation of
the cluster centre-of-gravity and total charge,

(ii) reconstruction of local track segments in each TPC sep-
arately,

(iii) matching of track segments into global tracks,
(iv) fitting of the track through the magnetic field and deter-

mination of track parameters at the first measured TPC
cluster,

(v) determination of the interaction vertex using the beam
trajectory fitted in the BPDs and the trajectories of
tracks reconstructed in the TPCs (the final data anal-
ysis uses the middle of the target as the z-position,
z = −580 cm) and

(vi) refitting of the particle trajectory using the interaction
vertex as an additional point and determining the par-
ticle momentum at the interaction vertex.

An example of a reconstructed π− + C interaction at
158 GeV/c is shown in Fig. 3. Amongst the many tracks
visible are five long tracks of three negatively charged and
two positively charged particles, with momentum ranging
5−50 GeV/c.

A simulation of the NA61/SHINE detector response is
used to correct the measured raw yields of resonances. For the
purposes of this analysis, the Epos 1.99 model was used for
the simulation and calculation of correction factors. DPM-
Jet 3.06 [40] was used as a comparison for estimation of
systematic uncertainties. The choice of Epos was made due
to both the number of resonances included in the model, as
well as the ability to include the intrinsic width of these res-
onances in the simulation. Epos 1.99 rather than Epos LHC
was used as it is better tuned to the measurements at SPS
energies [41].

The simulation consists of the following steps:

(i) generation of inelastic π− + C interactions using the
Epos 1.99 model,

(ii) propagation of outgoing particles through the detec-
tor material using the Geant 3.21 package [42] which
takes into account the magnetic field as well as rel-
evant physics processes, such as particle interactions
and decays,
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Fig. 12 Scaled xF-spectra of ρ0 mesons, xF dn/dxF, in π− + C pro-
duction interactions at 158 (left) and 350 GeV/c (right). The error bars
show the statistical, the bands indicate systematic uncertainties. The

lines depict predictions of hadronic interaction models: dashed red –
Epos 1.99, dashed blue – DPMJet 3.06, dashed black – Sibyll 2.1,
green – QGSJet II- 04, red – EposLHC, black – Sibyll 2.3
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Fig. 13 Scaled xF-spectra of ω (left) and K∗0 (right) mesons,
xF dn/dxF, in π− + C production interactions at 158 GeV/c. The error
bars show the statistical, the bands indicate systematic uncertainties.

The lines depict predictions of hadronic interaction models: dashed red
– Epos 1.99, dashed blue – DPMJet 3.06, dashed black – Sibyll 2.1,
red – EposLHC, black – Sibyll 2.3

ment with the measurement only at xF ! 0.6. Sibyll 2.3 and
Sibyll 2.1 predict a too low number of K∗0 mesons at all xF
values.

The ratio between combinations of the three meson mea-
surements are shown in Fig. 21 in Appendix E, where it can
be seen that no model can consistently describe the results.

The comparison between results from this analysis to mea-
surements of other experiments are presented in Fig. 14 for
ρ0 and ω mesons. The two other experiments shown are
NA22 [17] and LEBC-EHS (NA27) [57], both of which used
a hydrogen target. NA22 had a π+ beam at 250 GeV/c while
LEBC-EHS had a π− beam at 360 GeV/c. The results from
NA22 and LEBC-EHS are scaled by their measured inelastic
cross sections: 20.94 ± 0.12 mb for NA22 [61] and 21.6 mb
for LEBC-EHS [57]. There is good agreement between the
previous measurements with proton targets and the results

from this analysis for xF < 0.6. At larger xF the ρ0 yields
measured in this analysis show a decrease that is not present
in the π+p data and could thus be an effect of the nuclear
target used for the measurement presented here. The com-
parison of the measurements of the ω multiplicities shows
no significant differences between the other experiments and
results from this analysis.

5 Summary

This article presents experimental results on ρ0, ω and K∗0

xF-spectra in π− + C production interactions at 158 GeV/c
and theρ0 spectra at 350 GeV/c from the NA61/SHINE spec-
trometer at the CERN SPS. These results are the first π− + C
measurements taken in this energy range and are important
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Figure 3: Spectra of p±, K± and p (p̄) as a function of p, integrated over pT, for the 350 GeV/c data set.
The statistical uncertainties are represented by bars and the systematic ones by gray bands.

butions of the difference between two methods to determine the combinatorial background, differ-
ences on the correction factors computed with different hadronic interaction models and differences
due to variations on the track and event selection criteria.

5. Summary and conclusions

Selected results of particle production in pion-carbon collisions measured by NA61/SHINE
experiment were presented in this proceeding. First we have shown the spectra of p±, K± and p
(p̄), obtained by means of a particle identification analysis based on the dE/dx. Second, we have
shown the spectra of r0, w and K⇤0, obtained by means of a template fit method applied to the
invariant mass distribution of p+p�. The most relevant sources of systematic uncertainties were
estimated and presented with the final spectra.
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Figure 2: Spectra of p±, K± and p (p̄) as a function of p, integrated over pT, for the 158 GeV/c data set.
The statistical uncertainties are represented by bars and the systematic ones by gray bands.

The fitted yields were then corrected for the limited detector acceptance, selection efficiency,
detector trigger efficiency, fitting bias and feed-down from re-interactions. Simulations using
EPOS 1.99 were used to compute the corresponding correction factors. Finally, the average multi-
plicity was obtained by dividing the corrected yields by the total number of target interactions. The
complete analysis description and results can be found in Ref. [22].

In Fig. 4, the spectra of r0, w and K⇤0 are shown and compared to the predictions of EPOS 1.99,
DPMJET 3.06, SIBYLL 2.1, SIBYLL 2.3 [23], QGSJET II-04 and EPOS LHC. While the r0 spec-
tra are shown for beam energies of 158 and 350 GeV/c, the w and K⇤0 spectra are limited to the
158 GeV/c data set because of the large uncertainties obtained at 350 GeV/c. Additionally, the r0

spectrum at 350 GeV/c is limited to xF < 0.5 because of the limited acceptance of the detector at
this beam energy.

The systematic uncertainties on the spectra were estimated by taking into account the contri-

5

Dedicated cosmic ray runs 
(π-C at 158 and 350 GeV)

p�C ! r0 X ! p+p� X
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Simple and pragmatic approach using Sibyll (i)
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Modification of leading particle effect 
only for pion-air interactions


No change of p-air or nucleus-air
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Sibyll 2.3d baryons

Simple and pragmatic approach using Sibyll (ii-a)
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Only at large x_F, not visible at colliders

(LHCf neutron data to be checked)

Antiprotons

Kaons

Rho-mesons

Ppp!pp̄ = 0.5 ⇥ (xF)
0.7
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Baryon-pair production enhanced 
in all interactions (universality)


Only at large x_F, not visible at colliders

(LHCf neutron data to be checked)


Pions of approx. same string used

Antiprotons

Kaons

Rho-mesons

Ppp!pp̄ = 0.5 ⇥ (xF)
0.7

Ppp!pp̄ = 0.25|E>ELHC



Simple and pragmatic approach using Sibyll (ii-b)
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Example: comparison to collider 
data on antiproton production

Modification not visible in 
phase space / energy range 
covered by measurements
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Kaon-pair production enhanced 
in all interactions (universality)


Only at large x_F, not visible at colliders


Pions of approx. same string used

Antiprotons

Kaons

Rho-mesons

Ppp!KK = 0.3|E>ELHC

Ppp!KK = 0.5 ⇥ (xF)
0.8



Simple and pragmatic approach using Sibyll (iii)
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Example: comparison to collider 
data on kaon production

Modification not visible in 
phase space / energy range 
covered by measurements



Muon number in inclined showers (Auger)
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Rho-meson production can be easily modified to produce desired muon number 
Only extreme scenario of baryon-pair-production efficient enough to match data 
Kaon scenario alone not suited to describe Auger data

Relative fluctuations not changed



Depth of maximum of em. particles and muon production
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Maximum of em. particles not significantly changed (~5 g/cm2) 
Maximum of muon production depth very similar to default model



Muon energy spectrum in air showers
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E0 = 1017 eV E0 = 1019 eV

Muon energy spectrum relative to Sibyll 2.1 prediction

Muon energy spectrum sensitive to enhancement model 
Extreme high-energy enhancement for baryon pairs similar to rho-meson scenario



Conclusion
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Does any of these models provide a consistent description of SD data for hybrid events 
(risetime, DNN Xmax, etc.) or is an additional shift of Xmax or other physics needed?

- Model versions for individual scenarios

- Optimization of parameters possible

- Scenarios for tests and full-scale simulations


- Change of Xmax was not aim of this work


- Inclusive atm. lepton fluxes under investigation



Backup slides
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Qualitative approach: Heitler-Matthews model

Primary particle proton

Assumptions: 


• cascade stops at


• each hadron produces one muon


Epart = Edec

Nµ =
�

E0

Edec

⇥�

(Matthews, Astropart.Phys. 22, 2005)
22

E0/(ntot)
n

E0/(ntot)
2

E0/ntot

E0 ntot = np0 +nch

(nch)
2

(nch)
n

nch

o

o

o

o

a =
lnnch

lnntot
⇡ 0.85 . . .0.95

π 0 decay immediately

π ± initiate new hadronic cascades 



Muon number and superposition model
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Proton-induced shower

Nµ =
�

E0

Edec

⇥�

Assumption: nucleus of mass A and energy E0 corresponds

                        to A nucleons (protons) of energy En = E0/A

NA
µ = A

�
E0

AEdec

⇥�
= A1��Nµ

�� 0.9

Nucleus

Ei = E0/A

Target

NA
max ⇠ A

✓
E0

AEc

◆
= Nmax

The larger alpha the smaller the difference between p … Fe



Muon production at large lateral distance

Energy distribution of last interaction 
that produced a detected muon

Muons in UHE Air Showers

air shower cascade: energy of last interaction before decay to µ

hadron + air → π/K + X
↘

µ+ νµ
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2

Muon observed at 1000 m from core

µ+

π+

ν

π+

(Maris et al. ICRC 2009)

Typically 8-10 
interactions

Ep±,dec ⇠ 30GeV
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NA61 results and extrapolation to high energy
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Summary

• analysis of ⇡�
-C data taken by NA61/SHINE

I measurements of the ⇡±
, K

±
, p and p̄ spectra

I measurements of the ⇢0, ! and K
⇤0

spectra⌥⌃ ⌅⇧unique measurements provided for future model tunning
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• phase space extrapolation based on

models Epos 1.99, EposLHC and Sibyll 2.3c
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(Prado, NA61, ICRC 2017)



Universal particle scaling and core-corona model in EPOS
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ALICE: observation of universal scaling of 
enhancement of heavy particles with particle 
multiplicity or density (Nature Phys. 13 (217) 535)
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Does the same/similar scaling apply 
also in forward direction?

T. Pierog, KIT - 7/10Oct 2021

Results for X
max

-N
mu

 correlation

Significant effect observed

No change in X
max

Needs a large part of core 
hadronization at maximum 
energy to reach Auger point

Sibyll with higher mass (deep 
X

max
) need less
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Ref: <https://arxiv.org/abs/1902.09265>
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Ref: <https://arxiv.org/abs/1902.09265>

Onset of “core” fragmentation 
(QGP-like particle production)

(Baur et al, arXiv:1902.09265)



Phenomenological kaon enhancement model
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10

FIG. 8: z(Rµ) as a function of fs, with varying limits of the central (cl) and periferic (pl) regions. The figure in the left (right) panel
compares the results coming from simulations where the swapping algorithm applies to peripheral (central) secondary pions,
varying the limits of the peripheral (central) region according to the functions Fpl

s and Fcl
s , defined in Eqs. (6) and (7).
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FIG. 9: Estimations of Rµ from AIRES simulations for di↵erent
values of fs superimposed over Auger data with statistical (•| )
and systematic ( [] ) uncertainties [3]. We have adopted the
mixed baryonic composition shown in the left panel of Fig. 3.

pions produced is larger than 51% , because in the colli-
sions with Eproj & Epmin there are several pions that have
energy below the threshold.

TABLE II: Global counters for the refined model with fs = 0.7,
in the case of 1019 eV proton showers inclined 67�.

Total hadronic collisions per shower 264,600 100.00 %
Collisions with Eproj < Epmin 262,070 99.04 %
Collisions with Eproj > Epmin 2,530 0.96 %

Total number of secs. produced 6,806,244 100.00 %
Secs. from colls. with Eproj < Epmin 6,544,194 96.15 %
Secs. from colls. with Eproj > Epmin 262,050 3.85 %

Total number of pions scanned 134,060 1.97 %
Pions considered for swapping:

Central (|⌘CM| < 4) 99,790 1.47 %
Peripheral (|⌘CM| > 4) 34,270 0.50 %
Total (central + peripheral) 134,060 1.97 %
Pions actually swapped 23,988 0.35 %

IV. SENSITIVITY TO Fs WITH LHC NEUTRINO
EXPERIMENTS

During the next two decades, the LHC will lengthen
the energy frontier into both higher energies and much
higher luminosities. Most general-purpose LHC detec-
tors, such as ATLAS, CMS, and ALICE are committed to
high-pT physics, featuring events with small cross sec-
tion: O (fb, pb, nb). However, the total cross section
of LHC collisions is O(100 mb). Curiously, most of this
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varying the limits of the peripheral (central) region according to the functions Fpl

s and Fcl
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energy below the threshold.

TABLE II: Global counters for the refined model with fs = 0.7,
in the case of 1019 eV proton showers inclined 67�.

Total hadronic collisions per shower 264,600 100.00 %
Collisions with Eproj < Epmin 262,070 99.04 %
Collisions with Eproj > Epmin 2,530 0.96 %

Total number of secs. produced 6,806,244 100.00 %
Secs. from colls. with Eproj < Epmin 6,544,194 96.15 %
Secs. from colls. with Eproj > Epmin 262,050 3.85 %
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IV. SENSITIVITY TO Fs WITH LHC NEUTRINO
EXPERIMENTS

During the next two decades, the LHC will lengthen
the energy frontier into both higher energies and much
higher luminosities. Most general-purpose LHC detec-
tors, such as ATLAS, CMS, and ALICE are committed to
high-pT physics, featuring events with small cross sec-
tion: O (fb, pb, nb). However, the total cross section
of LHC collisions is O(100 mb). Curiously, most of this

Probability fs to change particles

p0 �! K0
S/K0

L

p± �! K±

(Anchordoqui et al. arXiv:2202.03095)



Cosmic ray physics with the IceCube Neutrino Observatory

Coincident analysis:

IceTop stations detect the electromagnetic
component (and low-energy muons):
sensitive to the energy of the shower.

High-energy muon bundles travel down to the
IceCube detector:

I Minimal muon energy:

⇠ 275 GeV.

I Multiplicity: 1 - 1000s.

I Created high in the

atmosphere.

I Typical radius: ⇠ 20� 50 m

I Ionization + radiative,

stochastic energy loss.

Sam De Ridder (Ghent University) CR composition with IceCube September 22, 2015 4 / 18
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Low-energy

enhancement

due to baryon

pair production

Charm particles

(only Sibyll 2.3, 
 and Sibyll 2.3c)

Rho-0 production

Discrimination by IceCube possible (surface array and in-ice muon data)

Correlation of low 
energy muons 
(surface ~ 1GeV) and 
in-ice (~500 GeV)

muon bundles

Muon energy spectrum in EAS relative to that of Sibyll 2.1



Particle production in hadronic interactions (i)
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Fluctuations: generation of sea quark anti-
quark pair and leading/excited hadron

Leading particle effect:


approx. 40–50% of energy

of primary particle given

to leading particle

Beam momentum fraction

proton
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Particle production in hadronic interactions (ii)

Central particle

production

30Beam momentum fraction

proton

Fluctuations: generation of sea quark anti-
quark pair and leading/excited hadron

10
-2

10
-1

1

10

0 20 40 60 80 100

 long. Momentum (GeV)

 E
 d
!

3
/d

p
3
 (

m
b

/G
eV

2
)

 p + p " #
+
  P

lab
=100 GeV

p
t
 = 0.3 GeV/c

10
-2

10
-1

1

10

0 20 40 60 80 100

 long. Momentum (GeV)

 E
 d
!

3
/d

p
3
 (

m
b

/G
eV

2
)

 p + p " #
-
  P

lab
=100 GeV

p
t
 = 0.3 GeV/c

10
-3

10
-2

10
-1

1

0 20 40 60 80 100

 long. Momentum (GeV)

 E
 d
!

3
/d

p
3
 (

m
b

/G
eV

2
)

 p + p " K
+
  P

lab
=100 GeV

p
t
 = 0.3 GeV/c 10

-3

10
-2

10
-1

1

0 20 40 60 80 100

 long. Momentum (GeV)

 E
 d
!

3
/d

p
3
 (

m
b

/G
eV

2
)

 p + p " K
-
  P

lab
=100 GeV

p
t
 = 0.3 GeV/c


